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Before Getting Started

This tutorial booklet introduces you to the TNTmips® procedures for automatic
classification of multispectral and multi-temporal imagery. The processincludes
“unsupervised’ methods, which automatically group image cells with similar
spectral properties, and “supervised” methods, which require you to identify
sampleareas. Automatic statistical analysis of the classes helpsyou interpret the
results and guides you through optional interactive merging of similar classes.

Prerequisite Skills Thisbooklet assumesthat you have completed the exercises
in the tutorial booklets entitled Displaying Geospatial Data and TNT Product
Concepts. Those exercises introduce essential skills and basic techniques that
are not covered again here. Please consult those booklets for any review you
need.

Sample Data The exercises presented in this booklet use sample data that is
distributed withthe TNT products. If you do not have accessto aTNT products
DVD, you can download the datafrom Microlmages web site. In particular, this
booklet uses objects in the reecroP Project File in the crorpaTA data collection,
the ce_t™ Project File in the cB_bpaTta data collection, and the sBermnDvI and
BEREATRN Project Filesin the Berea data collection.

More Documentation This booklet is intended only as an introduction to the
Automatic Classification process. Details of the processes discussed can be
foundinavariety of tutorial booklets, Technical Guides, and Quick Guides, which
areal availablefrom Microlmages web site.

TNTmips® Pro and TNTmips Free TNTmips (the Map and Image Processing
System) comesin threeversions: theprofessiona version of TNTmips(TNTmips
Pro), the low-cost TNTmips Basic version, and the TNTmips Free version. All
versionsrun exactly the sasme codefromthe TNT products DV D and have nearly
thesamefeatures. If youdid not purchasethe professional version (which requires
asoftware license key) or TNTmips Basic, then TNTmips operatesin TNTmips
Freemode. All theexercisescan be completed in TNTmips Free using the sample
geodata provided.

Randall B. Smith, Ph.D., 21 April 2011
©Microlmages, Inc., 1997-2011

You can print or read this booklet in color from Microlmages’ web site. The
web site is also your source for the newest tutorial booklets on other topics.
You can download an installation guide, sample data, and the latest version
of TNTmips Free.

http://www.microimages.com
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Welcome to Image Classification

Many remote sensing systems record brightness
values at different wavelengths that commonly
include not only portions of the visible light
spectrum, but al so photoinfrared and, in some cases,
middle infrared bands. The brightness values for
each of thesebands aretypically storedin aseparate
grayscale image (raster). Each ground-resolution
cell in an image therefore has a set of brightness
values which in effect represent the “ color” of that
patch of the ground surface, if we extend our concept
of color to include bands beyond the visible light
range.

The Automatic Classification processin TNTmips
uses the “colors’, or spectral patterns, of raster
cellsin amultispectral image to automatically cat-
egorize all cellsinto a specified number of spectral
classes. The relationship between spectral classes
and different surface materials or land cover types
may be known beforehand, or determined after clas-
sification by analysis of the spectral properties of
each class. The Automatic Classification process
offersavariety of classification methods aswell as
tools to aid in the analysis of the classification re-
sults.

The spectra pattern of acell inamultispectral image
can be quantified by plotting the raster value from
each band on a separate coordinate axisto locate a
point in a hypothetical “spectral space”. This
spectral space has one dimension for each band in
the image. Most classification methods use some
measure of the distance between points in this
spectral space to assess the similarity of spectral
patterns. Cells that are close together in spectral
space have similar spectral properties and have a
high likelihood of imaging the same surfacefeatures.

o

M select Image / Interpret /
Auto-Classify from the
TNTmips menu

Pages 4-12 lead you
through several unsuper-
vised classification methods
and their user-defined
parameters. Exercises
introducing the tools for
analyzing the classification
result and merging classes
are found on pages 13-19.
Pages 20-26 introduce
methods of supervised
classification of images and
use of the Error Matrix tool.
The final series of exercises
on pages 27-34 show you
how to create training set
and mask rasters with the
Training Set Editor.

Location of a single
spectral pattern in a three-
band spectral space.

Band 2

0.4 0.5 0.6 0.7 1.5 Wavelength (in um)

[uv| BLUE |GREEN| RED [  NEARINFRARED MIDDLE INFRARED |
<4— Human Vision —p

< Remote Sensing Systems >
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Image Classification

Unsupervised Classification

In Unsupervised
Classification, TNTmips
uses a set of rules to
automatically find the
desired number of naturally-
occurring spectral classes
from the set of input rasters.
The rules vary depending on
the classification method
you choose from the
Method option menu.

STEPS

M click the [Rasters...]
button on the Automatic
Classification window

M select raster objects Rrep,
GREEN, and sLue from the
rRGBCROP Project File in the
croPDATA data collection

M press the Method option
menu button and select
Simple One-Pass
Clustering

M select None from the
Input Redistribution
option menu

M change the Number of
Classes to 10

M choose Run from the File
menu

M use the standard object
selection procedure to
create a new Project File
named cropcLas for the
output rasters

M name the output Class
and Distance rasters
using the default names
provided

M click [OK] on the Select
Object window to confirm
the selection and start
the classification process

Keep the Automatic
Classification window open
with the current settings for
the next exercise.

L et’sbegin by performing an unsupervised classifi-
cation of thered, green, and blue raster components
of ascanned, natural-color aerial photograph. (You
will display thisimagefor comparison with theclas-
sification resultsin alater exercise.)

Choosethe Simple One-Pass Clustering Method for
this exercise. This method establishes initial class
centersand assigns cellsto classesin one processing
pass by determining the spectral distance between
each cell and established class centers. Each raster
cell is assigned to the nearest class; a cell too far
away from existing class centers becomesthe center
of anew class(up to the specified number of classes).

Click the [Rasters...]
button to select a set of
input rasters for
classification.

Selected input rasters
are shown in the
scrolled pane.

=futonat .c Classification

7
Rasters... /
RGBCROP / RED A Click on the
RGBCROP / GREEM .
REBCROP / BLUE J Method option
button to reveal
a menu of
Hask...l . .
classification
Use Hask For: -/ Analysis _I Dutput methods
Sempls for Boslynict i..irzm;;l i Coiunngk
Input Redistribution: Hone
7
Hethod: Sinple Dne-Pass Clustering — | To change a
7 parameter
fraining daba,,. . .
— : value, highlight
Training Set Editor... | ) .
the field with
Paraneters » the mouse
Hunber of Classes: iy cursor and type
Hinimnum Cluster Distance: 10,0000 in the deSired
value.

The classification method, number of classes, and other
settings that you last use in a classification session are
saved as default settings and are restored the next time
you open the process. Be sure to check all settings
before running a new classification.
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Image Classification

Class and Distance Rasters

The main classification results are contained in the
Class raster, which is automatically displayed in a
View window. Some classification methodsalso give
you the option of creating a Distance raster, which
you can also select for viewing. Your output rasters
should look like theillustrations bel ow.

The Class raster is a categorical raster: each nu-
merical valueintheraster isan arbitrary classiden-
tifier that hasbeen assigned to the cell by theclassi-
fication process. The Unsupervised Classification
process assigns class numbersin the order in which
the classes are created. Because the raster values
have no other numerical significance, for display a
unique color is assigned to each class from a stan-
dard color palette.

TheDistanceraster isagrayscaleraster that shows
how well each cell fitsitsassigned class. Eachras-
ter cell value in the Distance raster records the dis-
tance between that cell and its class center in spec-
tral space. Cellsthat are closer to their class center
(better fit) appear darker in the displayed raster than
those with greater distance values (poorer fit).

W Classificotion Yiew

View Tool Legend¥iew Options Lager

CEEEEREEPE RO L

i

|

i

I
t

2

STEPS

M examine the Class raster
in the View window

M from the Layer menu on
the View window, select

Controls

™ in the Layer .
Manager window
icon bar, click the Add
Raster icon button and
choose Single from the
dropdown menu

M select bsT_simpLE from
your cropcLAs Project File

M click on the Layer
Controls icon in the
DST_SIMPLE layer entry

M in the Raster Layer
Controls window, select
Auto Normalize from the
Contrast option menu
and click [OK]

M examine the Distance
Raster

M right-click on the
DST_sIMPLE entry in the
Layer Manager and
choose Remove Layer
from the dropdown menu

Cells with poorer fit to their class have
i lighter tones in the Distance Raster.

5

—
ﬁ.,m seate:| 1700 (|5 §]  dSIONEL e PAEITAL06
Class raster cLs_sivpLE (categorical raster)

Grayscale Distance raster pst_siMpLE with
auto-normalized contrast enhancement
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Image Classification

Display the Input Image

STEPS The input color image covers about 320 acres of

M choose Main / Display
from the TNTmips menu

farmland in eastern Nebraska. 1t wasacquired during

M in the Display Manager, the summer growing season, and includes fields of
choose Display / Open corn, wheat, and soybeans. Our main purpose in

M select crourl from the classifying the image is to map the distribution of
rRGBCROP Project File

RGB display of the three rasters used as
input for the first set of classification
exercises.

the different crops, but the scene also includes areas
of treesand grass, aroad, apond, and farm buildings
with bright roofs. The Automatic Classification
processisinfluenced by the setsof brightnessvalues
of all cellsinthescene, not just thefeaturesthat you

intend to classify.

Arrangethe Classification View and Group
View 1 windowson the screen so that you
can compare the Class raster to the input
image. Notethat most fieldsincludecells
of two or even three classes. Thescrolled
tableinthe Operations on Classeswindow
showsthe col or assigned to each numbered
class, and the class name (for unsupervised
classification, the default nameistheclass
number). In later exercises we will use
thiswindow to rename classes, merge simi-
lar classes, and simplify aclassraster.

=0perations on Classes _[O0]=]

Select: 3'@,&'
%dl:lass “| Nane Selected: I_O
D WAl:[ 10
SIS —
oL 3B | L i color

] El -Cl Herge I inda

oL 4ol ]

'ﬂ l— Size: 3 x 3 _lI
HDle-FillingI

7 Y N

Class Class Class
number  color name

M choose Display / Close from the
Layer Manager window before
proceeding to the next page
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Image Classification

Compare with Ground Truth Data

In order to interpret the results of an unsupervised
classification, it isuseful to comparethe Classraster
to any available information about the types of
materials and ground cover in the scene. Partial
“ground truth” information for the reacrop airphoto
is contained in two vector objects.

The cropmap vector object outlinesfield boundaries
and has labels identifying the known cover types.
Fields for which the crop is not known are labeled
with a question mark. The sTrReams vector object
outlines the drainage pattern of the area. The
streamsareflanked by narrow stripslabeled “ Trees’,
which actually include both trees and grassy areas.

Note the range of classes found in the corn fields.
The cornfieldsin the northwest corner of theimage
include classes 1, 3 and 6; the field in the center
mostly classes 4 and 6; and those in the southeast
corner mostly classes4 and 5. Thisvariationin spec-
tral characteristics may result from differences in
plant size, the density of the leaf canopy, soil type
and conditions, slope direction, or other factors.

Thisvariability isinherent in most of theland cover
types that you may try to recognize in airphotos or
satelliteimagery. Whenyou perform s
an unsupervised classification, you
should therefore set the number of |
output classes to be severa times
greater than the number of land
cover types that you hope to recog-
nize. You can then use the analysis
toolsthat arediscussed in later exer-
cisesto recognize and group the simi-
lar spectral classes.

M choose Display / Close from the
Layer Manager window before
proceeding to the next page

STEPS

M in the Display Manager,
choose Display / Open

M select crour2 from the
RGBCROP Project File

EDhisplay Hanager
Display Add Options Help

SETEIETE
B ] Growp2

= + [ RGECROP / CROPHAP

® «f [ RGECROP / STREAHS

= o RED, GREEN, BLIE

Display Manager window
shown with “file name /
object name” as layer
names (to change this
setting, choose Options /
View Options from the
Display Manager and use
the Default Layer Name
menu on the Layer tabbed
panel).

The color photo overlaid
with vector objects sTrREAms
(in blue) and cropmar (yellow

polygons).
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Image Classification

Adjust Classification Parameters

STEPS

M change the Number of
Classes parameter
setting to 15

M change the Minimum
Cluster Distance setting
to 7.0

M run the classification
process

eters.

0] x]
Help

= Autonatic Classification

File View

Rasters... I
RGBCROP / RED A

RGBCROP / GREEH
RGBCROP 7 BLUE

Hask...l

Use Hask For: -/ Analysis J Dutput

Hampis for Soelycios i.isxai&:l i3 {Ia}.iems;a;:l i
Input Redistribution: Hone =

Hethod: Simple Dne-Pass Clustering — |

fraindng Dota...

Training Set Editor... |

Paraneters

Hunber of Classes: 15
Hininun Cluster Distance: 70000

Tine to process: 8 Seconds

The Class raster that you produced in the exercise
on page 6 does not differentiate between soybean
and corn fields particularly well, since the same
classes are found in both types of field. We can
improve the classification by adjusting the param-

In the Simple One Pass Clustering classification
method, the Minimum Cluster Distance parameter

sets the threshold distance in spectral
space used to designate an input cell asa
new class center instead of assigningit to
the closest class. By adjusting this
parameter downward, you increase the
likelihood that different land cover types
that are close together in spectral space
will be assigned to distinct classes.

The Number of Classes parameter setsan
upper limit on the number of output
classes. Increasing the output classlimit
also makes it more likely that similar
cover types will be assigned to distinct
classesrather than being lumped together
inasingleclass.

Thenew Classraster showsamuch better separation
of corn, soybean, and wheat fiel dsthan the previous

result. Onthebasisof thisclassification,
the unknown fieldsin the southwest part
of the image are probably corn fields.

. However, there is still substantia class

overlap between the corn and soybean
fieldsinthe eastern part of theimage. The
easternmost unknown fields appear to be
either corn or soybean fields, but it is
impossible to assign them to either
category with any confidence.

Class raster produced using the adjusted
parameters, with 15 classes.
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Image Classification

Apply a Mask During Classification

You can further fine-tune the classification of the
rRGBCROP photo by applying a mask during the
classification process. In order to focus the
classification process on differentiating crops, the
FLD_MAsk object masks out all of the tree-covered
and other noncultivated portions of the reecropP
image, as well as field edges shaded by adjacent
trees. (You can create a mask raster for an input
image using the Training Set Editor, which is
introduced in later exercises.)

The Analysistoggle button appliesthe mask during
the process of building classes, so that the set of
classesisdetermined using only the unmasked aress.
The Output toggle button restricts the final
classification to the unmasked areas. Masked areas
are assigned a value of 0 in the Class raster, and

STEPS

M press the [Mask...] button
on the Automatic
Classification window

M select the FLD_mask raster
object from the reBCROP
Project File

M for the Use Mask For
settings, turn on both the
Analysis and Output
toggle buttons

M run the classification
process

A mask is a binary raster
that restricts an operation to
particular parts of the input
image. Areas to be
processed have a value of 1
in the mask, while areas to

appear black. (Unlike other unsupervised
classification methods, the One Pass Clustering
method combines both operations in a single pass
through theimage.)

be excluded from processing
have a value of 0.

Turn on the Analysis and Output toggle buttons.

= Autona a atio o (] E3
File View Help
Rasters...l

RGBCROP / RED A

RGBCROP / GREEN
RGBCROP / BLU

Hask...lITEDH A/CROPDATA/RGBCROP.RYC / FLD_HASK
Use Hask For: I Analysis I Output

Ganpiz Yar f#naluuis i..iz;m;:l_'i f:iz.iiz»zza;:l_'i
Input Redistribution: Hone =]

Hethod; Sinple Dne-Pass Clustering — |

fradaing Beta, ..

Training Set Editor,,. |

Paraneters

Hunber of Classes: 15
Hininun Cluster Distance: 7. 0000]

Tine to process: 8 Seconds

Masked areas are assigned a value of 0
in the Class raster and are displayed in
black.
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Image Classification

Fuzzy C Means Classification

STEPS

M from the cs_tm Project
File in the cB_paTta data
collection, select raster
objects BLUE, GREEN, RED,
PHOTO_IR, TM_5, and Tm_7
for classification

M select Fuzzy C Means
from the Method option
menu

M in the Sample for
Analysis text fields,
change the Lines and
Columns values to 2

M set the Number of
Classes to 15, and the
Maximum Iterations to 10

M run the classification
process, and place the
output Class raster in a
new ce_cLass Project File

A

Although a color aerial photograph provides a
familiar view of the landscape, better classification
results can be achieved using multispectral imagery
that incorporates infrared as well as visible light
bands. The next series of exercises use a set of six
Landsat Thematic Mapper bands as input for the
classification process.

All of the unsupervised classification methods
(except Simple One Pass Clustering) use a hnumber
of process cycles (iterations) to build classesfrom a
sample of theinput image cells before applying the
classes to the entire image. The Fuzzy C Means
classification method usesrulesof fuzzy logic, which
recognizethat class boundariesmay beimprecise or
gradational. The Fuzzy C Means method createsan
initial set of prototype classes, then determines a
membership gradefor each classfor every cell. The
grades are used to adjust the class assignments
and calculate new class centers, and the process
repeats until the iteration limit is reached.

M@
Help

= HfAutonatic Classification

File VYiew

Rasters... I

CB_TH / BLUE A
Fuzzy C CB_TH / GREEH J
CB_TH / RED
Means CB_TH / PHOTO_TR
Class CB_TH / THS i
Raster. Hask... I

Use Hask For: I Analysis © Output

Sanple for Analysis: Lines: 2 Cnlunns:l 2
Input Redistribution: lone =

Hethod:

2y C Heans = |

fraining

Sample cells are selected at regular intervals
throughout the image. Set the sampling
intervals in the Line and Column directions
using the Sample for Analysis text fields.
With the default settings of 1, all input cells
are used to build classes. Increasing these
values speeds processing for large images.
For example, changing both intervals to 2
results in a sample set made up of one
quarter of the image cells.

Training Set Editor... |

7

/ Paraneters

Hunber of Classes:l 15
2 Haxinun Iteratiuns:l 10

ya

Tine to y{cess: 5 Hinutes, 30 Seconds

The/l\llaximum Iterations parameter
sets an upper limit on the number of
iterations performed in the class-
building phase of the process.
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Image Classification

K Means Classification

STEPS

The Automatic Classification process includes a
number of unsupervised classification methods.
Continue exploring these methods by applying the
K Means classification method to the ce_twm raster
set you used in the previous exercise.

TheK Meansalgorithm executes more quickly than
the Fuzzy C Means method, so we can conveniently
usethe entireimageto build classes. The K Means
method analyzes the input raster set to determine
the location of initial class centers. In each process
iteration, cells are assigned to the nearest class and
new class centers are calculated. The new class
center is the point that minimizes the sum of the
squared distances between points in the class and
the class center. With each iteration class centers
shift and the class assignmentsfor some cellschange.

|

|

“

|

o

select K Means from the
Method option menu
change the Sample For
Analysis text field values
tol

if the Automatic
Classification window
does not automatically
resize to show the
complete parameter list
shown below, resize the
window manually
accept the default
settings for the other
parameters

run the classification
process, and place the
output class raster in the
cB_cLass Project File

The processrepeats until the shiftin class

centersfallsbelow aspecificvalueor the | Fite view Help
maximum number of iterationsisreached. | Rasters...|
CB_TH / BLUE A
. . CB_TH /7 GREEN
A class center is considered to be steady CB_TH / RED J
when its movement with successive Eg-m j ?:“;”-IR |
iterations falls below the Maximum —

Movement for Steadiness parameter value.

it 2

1 4 i R
K Means Class raster for the ce_1m

scene

Use Hask For: I Analysis I Output
Sanple for Analysis: Lines: 1 Colunns: i ]
Input Redistribution: Hone .JI

Hethod: K Heans = I

fraining Hals.,. I

Training Set Editor,.. I

Paraneters

Hunber of Elasses:l—lﬁ

Haxinun Iteratinns:l—w

In\tial Hinimun Cluster Distance:l 10, 0000
Haxinun Hovenent for Steadiness:lm
Hininun Steady Cluster Percentage:lw

4

/

Tine to process: 32 Seconds

The Minimum Steady Cluster Percentage
sets the percentage of class centers that
must become steady in order to accept
the current set of classes.
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Image Classification

ISODATA Classification

STEPS

M select ISODATA from the
Method option menu

M resize the Automatic
Classification window if
needed to show all
Parameters

M accept the current
default settings for the
parameters

M run the classification
process, and place the
output class raster in the
cB_cLass Project File

scene

Vo

ISODATA Class raster for the ce_1m

As afinal example of unsupervised classification,
apply the| SODATA method to the currently selected
cB_T™ raster set. The ISODATA method is similar
tothe K Means method but incorporates procedures
for splitting, combining, and discarding trial classes
in order to obtain an optimal set of output classes.

The ISODATA method determines an initial set of
triad classcentersand assigns cellsto the closest class
center. In each subsequent iteration the processfirst
evaluates the current set of classes. A large class
may be split on the basis of its number of cdlls,
its maximum standard deviation, or the average
distance of class samples from the class center.
A class that falls below a minimum cell count
threshold isdiscarded, and itscellsare assigned
to other classes. Pairs of classes are combined
' if the distance between their class centers falls
bel ow athreshold value. After classeshave been
adjusted, new class centers are calculated and
the processrepeats. Processiterations continue
until thereislittle changein class center positions
or until the iteration limit is reached.

The Maximum Standard Deviation parameter
provides one criterion for splitting large
classes. If the class standard deviation for
any input band exceeds this value, the class

Hethod: TSODATA Classification

-]

is split into two classes.

fraining Hebs. ..

Training Set Editor,..

I/ The Minimum Distance to Combine

Paraneters

/ parameter sets the threshold distance used

Hunber of Classes:
Haxinun Iterations:
Haxinun Standard Deviation:

Hininun Distance to Conbine:

Hininun Cluster Eells:l 30
Hininun Distance for Ehaining:l e 3.2000
7

to determine if two nearby classes should be
combined.

The Minimum Cluster Cells parameter sets
the lower limit for the number of cells in a
class. Any class with fewer cells is

The Minimum Distance for Chaining
parameter applies to the initial creation

It sets the lower limit on
the distance between two class means.

of class centers.

dissolved, and its cells are reassigned to
other classes.

Keep the Automatic Classification
window open with the current settings
for the next exercise.
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Image Classification

View Output Statistics

The Automatic Classification process cal cul ates sev-
era typesof summary statisticsfor thefinal classes
in each classification run. The statistics can be
viewed intabular form and in various graphical dis-
plays. Thisinformation enables you to investigate
the spectral properties of each class and lets you
compare classes for possible merging.

The Classification Output Statistics window tabu-
lates Cluster Counts (the number and percentage of
cells assigned to each class), Cluster Means, and
Cluster Standard Deviations for each input band.
The Cluster Distances

= Classification Output Statistics

STEPS

M select Output Statistics
from the View menu on
the Automatic
Classification window

M click [Save As...] on the
Classification Output
Statistics window

M use the standard File /
Object Selection
procedure to name a text
file in which to save the
output statistics

between Means matrix |[Fluster Heans 4
lists the spectral dis- (| e aue g e mont e
tance between class cen- O R e I B
tersfor each pair of out- . i ao  Sa o linas  em
put classes. A Covari- 7 looes S04 Gy Gosb  Asee e
. ] 133,91 66,75 97.97 95,10 179.70 102,44
ance Matrix for each 9 86,96 37.33 42,71 81,25 91,89 37,35
. . 10 98,88 45,73 h8.27 93,62 126,13 52,54
C|a$prov|desare| ative 11 92.42  41.58  48.0B 110,60 113.91  44.93
12 104,23 49.13 64.43 95.71 139.64 62.75 ”
measure of the degree of 14w melen  Jaee  @sd  Lws 7073
$&trd COI’I’eI mlon be_ 15 83.75 35,47 356,93 132,76 92.23 29, |
. . o | N / =
tween each pair of input I | \I / I
Save fAs... Save Strips,.. Close 1
bands for that class. 2 \—
N/
After you run the classification process, you may Use the scroll bars to
want to defer analysis of the classesto alater time. fo;g'r'et:t“;‘t‘gtﬁ‘smi s
You can use the Open Class option on the Filemenu '
to wect an ex|$| ng Cl& rager Cluster Distances betuween Heans
for analysis. Theinput bandsare = Gluseer -1 2 3 4 5 6
i 3 60.963 19.434
automatically reloaded, and all s -~
1<t 5 68.563 18.060 14.832 76.065
Cl a$ Sta|$| csae Cal Cu' a&jdy' 6 95.384 15.293 34.463 45.459 31.890
namically asneeded. Inaddition, = § %515 .77 115,166 a6.072 108.569 G0.217
eachstatisticsobject canbesaved 1o g8z 14739 27460 6e.o87 16,904 20,240
asafile(atextfileinthecaseof = 1 i3iese s5.p49 43.g61 47.368 Sosess 16,600
the Output Statistics.) 11 117466 37675 56,995 Joel 5p.a71 20,988
15 76,842 72,967 65,805 123,326 56,213 83.429
File | Yiew
Bl oo Click [Close] to close the Classification
Open Class.. 7~ Chloots © OpgnfC Iasls 0 Outpu[t Stati]stics window. Keep the
Sove Class,.. [ SCECHAN EXISING €1AsS Automatic Classification window open with
; raster for analysis. > p
IE"“ the current settings.
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Image Classification

Ellipse ScatterPlot

STEPS

M select Ellipse ScatterPlot
from the View menu in
the Automatic
Classification window

M choose pHoTO_IR from the
X option menu

M choose rep from the Y
option menu

M click in the large,
elongate ellipse that
occupies the lower right
part of the Ellipse
ScatterPlot window

M press the Pixel
icon button to turn J
on the point
scatterplot viewing mode

Classes selected in the

Ellipse ScatterPlot window

(or with the other graphical

analysis tools discussed

subsequently) are also

simultaneously selected in

the Operations on Classes

window. Class operations

are covered in a later
exercise.

=Classification Ellipse ScatterPlot

File VYiew Tool Options

The Ellipse ScatterPl ot window shows the distribu-
tion of classes projected onto a 2D plane through
spectral space. You determinethe orientation of the
plane by choosing apair of bandsto assign to the X
and Y axes of the diagram. In the default viewing
mode each classisrepresented by an ellipse (drawn
inthe class color) that encompasses most of the scat-
ter of points in the class. You can adjust the
percentage of points included in the ellipse using
the Percentage slider at the bottom of the window;
the default value is 95 percent. You also have the
option to view the scatter of cell valuesin addition
to or in place of the ellipse display.

The positions of class clustersin spectral space can
provide important information about the identity of
the materials in each class. For example, the scat-
terplot of photoinfrared versusred bands shown here
is useful for recognizing classes representing bare
soil, vegetated areas, and water. You can view sev-
eral spectral planesat the sametime by opening more
than one Ellipse ScatterPlot window.

O dlelalp alsE & -

Y :RED

Magnified view of the boxed
area with pixel display turned
on in addition to ellipse
display. Black dots represent
positions where points from
different classes are

x:PHOTO IR/ -

=)

T superimposed.

‘x: PHOTO_IR — | Y:  RED

7
ya
~ | Percentagezf | I]es.0 ‘

A selected class ellipse is/
highlighted by solid color fill.

Keep the Ellipse ScatterPlot window open for the
following exercises. You may want to minimize the
window temporarily to conserve screen space.
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Image Classification

Classification Dendrogram

The Classification Dendrogram isatree-like plot that
shows the degree of relatedness of the output class-
es. The dendrogram process performs a successive
grouping of pairsof classes, beginning with the pair
with the closest class centers in spectral space. As
each pair of classesismerged, anew joint class cen-
ter is computed and class-center distances are
recalculated. This process repeats until all classes

have been merged into asingle class.

The dendrogram shows the classes
merging from left to right, with the
horizontal Separability axis rep-
resenting distance in spectral space.
Thevertical linesjoining two classes
are plotted at the distance that sepa-
rated the corresponding class
centers before the classeswere com-
bined. Classpairsthat join together
near the left edge of the diagram are
closely related in their spectral prop-
erties, and the degree of relatedness
decreasesto theright. Inthisexam-
ple, classes 6 and 7 are most similar,
having the lowest separability.

STEPS

M select Dendrogram from
the Classification
window’s View menu

M click the selection button
for Class 15 on the
Operations on Classes
window to deselect it

Class Class Name Class Size
= Classificat’on Dendroprar. _[O]x]
Filgd VYiey Options Help

El%tel‘/zells)/ Separability
0.00 22.12  44.2d 66.36 B88.48

1 110,090
2|« 9,320
3 10| (103¢ 5,11%)
6 |<6 3¢ 9,230
W7 |7 ¢ a.29%
[ 12 k123¢ 3,774

L-|

|_

N

Include Al Exclude All  Invert Selection
= Dperaiions on lasses ] 3
Select: ‘3‘@@'
%|\|Elass | 1| Hane | & Selected: l—l
[ 10] e WAz 15
/T ENR | )
oL 2] 2 I} | i color
J- Hoege | Hndo
] 14 . 14 —
‘QT.llﬁ Size: 31 3 _'I
\ ri Hole-Filling I

\
A selected class is marked by a dark gray button in the
Operations on Classes window. You can use these buttons
to select or deselect individual classes, or select classes
from the View window or any of the analysis tool windows.

Classes with similar spectral
properties join near the left side of
the Classification Dendrogram.

A selected class (in this case the one
selected in the previous exercise) is high-
lighted in black in the Dendrogram window.

The Selected field shows the number of
classes currently selected. The All field
shows the total number of classes.

Keep the Classification
Dendrogram window
open for the following
exercises.
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Image Classification

Co-occurrence Analysis

STEPS

M select Co-occurrence
from the Classification
window’s View menu

M select classes 6 and 7 in
the Operations on
Classes window

Select: il@lﬁl

7|\|E1ass|“| Hane I £
oL _m_____
oL _cmlz |
SIS
oL _mi+ |
oL simls
L4 6] s

pL_7/ml |

I
1

[
When you select classes in

one of the other Classifica-
tion windows, the
Co-occurrence Analysis
window automatically scrolls
to show the values for the
selected classes, and
changes the background
color for their rows and
columns in the matrix.

= [lasification Covocowrence Mnalyzis

File|\ Dptions

The co-occurrence procedure analyzes the spatial
associations of pairs of classes. It determines the
frequency with which cells of each class pair occur
adjacent to each other in the image. These values
allow you to judge which classes are spatially
associated.

The Co-occurrence Analysiswindow showsamatrix
with both the co-occurrence value (upper humber)
and the separability value (lower number) for each
pair of classes. Normalized co-occurrence values
areshown by default. Thesevaluesare produced by
comparing the raw frequencies of adjacency with
the values expected from a random distribution of
classcells, acalculation that removesbiasrelated to
differing classsizes. A positive valueindicatesthat
two classes are adjacent to each other more often
than random chancewould predict. A negativevalue
indicatesthat two classestend not to occur together.

Matrix cell entries are shown in color for the 10
highest co-occurrence values and the 10 lowest
separability values. You can use the sliders at the top
of the window to select one of the 10 rank levels; the
display automatically scrolls to the corresponding
class pair and outlines the matrix cell in color. You
can set text, cell,
and highlight colors
Help by choosing

Highe%t Cooccurrences: I

1 Lowest Separability | 1 Colors... from the
3

window’s Options

la s

{8,19%)

{5, 86%) menu.

50,780
19,494

[BE [BE /
€9.32%) 5,02%)

-68,398
59,557

10,504
18,060

239,052

19,494

-55,505
76,356

15,824
14,832

Co-occurrence

-68,398
59,557

=55,505
76.356

|
\ 50,780
|

416,918

value for classes 6

10,504
18.060

15.824

59,591 and 7

76.065

Separability value
—for classes 6 and 7

108,569

Keep the Co-occurrence Analysis window open for the following exercises.
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Image Classification

Analyzing Classes

You can usethe set of analysistoolsdiscussed inthe
preceding exercises, along with the classraster itself,
to analyze the set of classes, determine class
relationships, and identify pairs of classes for
merging. Let's examine some examples from the
ISODATA class raster you created for the Crow
Butte TM scene.

Aswe noted on page 15, the dendrogram showsthat
classes 6 and 7 have very similar spectral properties.
This similarity is also evident in the ellipse
scatterplot, wheretheir classellipses overlap for all
band combinations (choose some different band
assignments for the plot axesto confirm this). The
normalized co-occurrence value for classes 6 and 7
ishigh (35.167), showingthatthey dsotend %
to be adjacent to each other in the scene. §

“edge” class along the boundary between L
class 6 and other classes. Classes6and 7 TR

seem to be good candidates for merging.  FEEEE

In contrast, classes 8 and 15 have dissimi- 5%
lar spectral properties, and their negative
normalized co-occurrence value (-46.177)
showsthat they arenot spatially intermixed.
If weexaminetheinput image (seeillustra-

. ...'l -I.--'I

STEPS
M note the positions of the

ellipses for classes 6 and
7 in the Ellipse
Scatterplot

click the Exclude @I
All icon button on

the Operations on
Classes window to
deselect all classes
select classes 8 and 15
determine the
Normalized Co-
occurrence values for
class pair 8 and 15, and
check their positions in
the Dendrogram and
Ellipse Scatterplot

Portion of the ISODATA Class raster
for Crow Butte illustrating spatial

tion below right), we can see that Class 8  relationships of the selected classes.

correspondsto bare agricultural fieldswith
light-colored soil, while class 15 includes
the “greenest” cultivated fields. Both
classesoccur infairly uniform areas (fiel ds)
with little intermixing. It is evident that
classes8 and 15 havelittlein common spec-
trally or spatially, so they should remain as
separate classes.

“Natural” color image of the same area for
comparison (TM Red, Green and Blue bands
assigned to R, G, and B channels, respectively)
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Image Classification

Merging Classes

STEPS

M click the Exclude All icon
button on the Operations

on Classes window

M select Classes 6 and 7

M click [Merge]

= Dperations on Classes

The Operations on Classes window provides con-

trols that allow you to merge two or more classes.
The merged classisassigned the number of thefirst

selected component class, and the class raster view
and all open class analysis windows are automati-

0]

cally updated. You can perform anum-

setect: /@)D ber of merge op_erations, and if you are
% Tese]] Mo B[ soteotes: 2 not satisfied with the result, you can
o omk ] mau:[ 15 || pressthe Undo button repeatedly to re-
O/ | | prr— turn to any stage in the sequence. The
)El_"a—l I Hix Color fl nal C|a$ I‘aSteI' ISS&VEd automaIICa”y
j%: % when you exit the process. You canalso
o o [s ezl 98 ) use the Save As option on the Classifi-
o[_mr_J =R cation window’'s File menu to save any

7 intermediate classresults.
Turn on the Renumber option if you want

to have the classes renumbered to
remove gaps in the set of class numbers.

class color for the merged class by mixing
the colors of the input classes.

Operations on Classes window after
merging class 7 with class 6.

=l Dperations on Classes 1 m] E3
7

Select? m@lgl

%L|Class |a| Hane | | selecteds l_l] o .

S/ | Oz 14 Part of updated class raster after

Ol 2Bl 1 kenns merging class 7 with class 6. Compare
O slBE 1) 5 s cotor with illustration on the previous page.
OL Ml )| sese] undof

S| 3 | You can use the Hole-Filling option to

Lol sl [s Slze’"nli_’;u: ' simplify the class raster by applying a
a8 = modal filter. The filter replaces the class

of each cell with the class of the majority
of cells in the surrounding neighborhood,

a8
| 1| Maleiiling]
o gm =Fronpt MmE3
Class Hanme:

|lBare Fields 1

removing isolated class cells. You can
oL 9w 0K | Cancel| meis | choose the size of the square filter
oL 8] [s window from the Size option menu.

[ s

_IlBare Fields 1 ”
\

M Close the Co-occurrence Analysis, Classifi-
cation Dendrogram, and Ellipse Scatterplot
windows by choosing Close from each
window's File menu.

\
Click in the Name field to open a
prompt window and rename a class.
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Image Classification

Distance Histogram

The Distance Histogram window can help you to
assess the distribution of class points in spectral
spacefor any class. It displaysadistance histogram
for the last selected class, derived from a distance
raster that is automatically created for the current
set of classes (seepage 5 for adiscussion of distance
rasters). A diffuse class with many points far from
the class center has a histogram with a “tail”
extending to higher distance values. These outlier
cellsmay represent distinctly different materialsthan
cellsnear the classcenter. You can chooseto remove
theoutlier cellsfromthe classby using the histogram
crosshairs to set a distance threshold and discard
points at greater distances. The discarded cellsare
assigned a0 value in the classraster.

If the Auto-Update option is turned off, you must press
the Update button to recompute and display the
distance histogram when you select a new class or
change the number of bins for the current class.

=Distance Histogran [ E3

STEPS
M select Distance

Histogram from the View
menu on the Automatic
Classification window

in the Distance
Histogram window, make
sure that the Auto-
Update toggle button in
the Distance controls is
turned on

select class 1 in the
Operations on Classes
window

move the Bins slider in
the Distance Histogram
window to set the number
of histogram bins to 64
click in the histogram
pane, and drag the
crosshair until the the
Value ToolTip reads 52
click the Apply button
near the bottom of the
window

Class Distance

Cell: 1 || Hethods/ Euclidean - |
Hame:z |1 I” Autg-Update

Count: 17783 || Update | Save
File Display Options Help I

operation!

-i[¥alue: 52, Count: £3}.-i----

|

Haxinun:| 126,10 Bins: | | 64
Hininunz | 0.88 Interval:z| 1,957

Threshold
Value:|  53.71 Left:| 97.54 Right:| 2.6

Hethod: Hanual = I

Operation: Discard Tail — |prlu

Close I Help

Upper left portion of the ISODATA class raster for
Crow Bultte after discarding the tail of the class 1
histogram. Black cells were reassigned from class
1 to no class (cell value 0) by this operation.

New distance histogram for the smaller
class 1. Note that there is no Undo for this

page 19



Image Classification

Supervised Classification

In Supervised Classifica-
tion, you provide a
Training Set raster which
identifies representative
sample areas for each of
the desired output classes.
The process determines the
statistical properties of each
of the training classes, then
uses these properties to
classify the entire image.
Most of the methods assign
all image cells to one of the
training classes.

STEPS

M use the Display process
to view each of the mnpvi
raster objects in the
BERMNDVI Project File (in
the BErREA data collection)

M choose Display / Open in
the Display Manager

M select the 1s_Lavour
object in the BEREATRN
Project File to view the
Training Set raster and
legend

MNDVI raster for the Berea Creek West
area for June 24, 1981. Brighter tones
indicate greater cover by green vegetation.

Now we move on to the Supervised Classification
methods. In order to perform a supervised classifi-
cation, you must have detailed knowledge of a por-
tion of the study area, so that you can designate
sample areas for each of the desired output classes
that will be used to “train” the classification algo-
rithm. The sample areas are incorporated in a spe-
cial training set raster. The training set should in-
corporate as much of the spectral variability in the
scene as possible.

The following classification exercises use a set of
Modified Normalized Difference Vegetation Index
(MNDVI) rasters for the Berea Creek West Quad-
rangle in western Nebraska — an agricultural area
with both dryland and irrigated crops. Each MNDV |
raster depictsvariationsin the density of vegetative
cover for a different date during the 1981 growing
season (May to October). TheMNDV I rasterswere
derived from Landsat MSS data in the BEREAMSS
Project File. Each valueinan MNDV| raster isthe
scaled ratio of MSS band 7 (near infrared) to the
sum of band 7 and band 5 (red), with correctionsfor
path radiance (haze) in each band.

Alfalfa
' |
Il Dry Edible Beans

Corn

I Grass & Pasture

in & | W Potatoes
[ ]
™ - Il Sugar Beets
Summer Fallow
- Wheat - Irrigated
\ Il Winter Wheat

\
The Training Set raster for the Berea
Creek West area identifies the major
crop types for the 1981 crop cycle.
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Image Classification

Minimum Distance Classification

The training data you use in these exercises was
derived froma1981 vector crop map in the BERCrRoPs
Project File. Many of thecrop polygonsin thisobject
include more than one crop; the remaining single-
crop polygons were used to create the training set
raster used here. Later exercises show you how to
use the Training Set Editor to create training set
rastersfor usein supervised classification.

Asalfirst exampleof supervised classification, apply
the Minimum Distance to Mean classifier to the
Berea Creek MNDVI raster set. This method first
analyzes the areas designated in the training set
raster, then calculates a mean value in

Input Ri

RAdaptive Resonance ﬂ

STEPS

M from the sermnDVI Project
File, select the six mnpvi
raster objects for
classification

M select Minimum Distance
to Mean from the Method
option menu

M click [Training Data...]
and select raster object
TRAINSET from the BEREATRN
Project File

M run the classification
process, and place the
output class raster in a
new Bereasup Project File

each band for each training class. These

Hethod: Hinikum Distance to Hean _Jl

mean values define the location of the
class center in spectral space. The

raster set to the classwith the closest class

Trainin Maxinun Likelihood

Stepuise Linear

Hahalanobis

Suits” Haxinun Relative —

processthenassignseach cell intheinput  paranets pacy. propagation

center in spectral space.

Classification methods below the
horizontal divider in the Method option
menu are supervised methods.

ERutonatic Classification

File VYiew

Rasters... I

BERHHDVI / HHD¥I_HAY(1 Al
BERHHDYI / HHDYI_HAY19
BERHNDYI / HHDYI_JUNOG
BERHNDYL / HHDVI_JUN24
BERHHDYI / HHDVYI_JUL30 i

Hask. .. l

Use Hask For: -/ Analysis . Dutput

Ganpis for Snslysiod Eim’,i\“.l i {k;iefesf;i\“.l i
Input Redistribution: Hone =

Hethod: Hinimum Distance to Hean i |

Training I]ata...FEREHIBEREHTRN.rvc / TRATHSET

Training Set Editor... |

Paraneters

Class raster produced by the Minimum
Distance method. Class colors are
shown in the legend on the previous

page.




Image Classification

Stepwise Linear Classification

STEPS

M select Stepwise Linear
from the Method option
menu

M run the classification
process and direct the
output Class raster to the
BEREASUP Project File

The Stepwise Linear
method incorporates an
automatic dimensional
reduction procedure. Bands
which do not add signifi-
cantly to the discrimination
of classes are eliminated
from the classification
process. This method is
therefore particularly
appropriate when your
raster set includes a large
number of input rasters.

Linear classification method.

The Stepwise Linear classification method applies
techniques of linear discriminant analysisto classi-
fy image data. Discriminant analysisisastatistical
technique that calculates a set of derived variables
(discriminant functions) that arelinear combinations
of thebandsin theinput raster set. The discriminant
functions define a new set of mutually-perpendicu-
lar coordinate axes in spectral space. The process
analyzesthe training set and chooses the set of dis-
criminant functions that produces the best possible
separation between the classes. Discriminant func-
tions are chosen using a stepwise procedure that
selectively addsand removesinput bandsto find the
minimum number of bands necessary to producethe
optimal separation of training classes. All input ras-
ter cells are then projected into the new coordinate
system for [EFrCECSGEET

classification.

File VYiew Help

Rasters... |

BERHHDVI / HHDYI_HAYO1 Al
BERHNDYI / HHDVI_HAY19 J

BERHHDYI / HHDVI_JUHOG
BERHHDYL / HNDVI_JUNZ24
BERHHDYL / HHDVI_JUL30 i

Hask...'

Use Hask For: -/ Analysis _J Output
Senpie for fnslysisg sz,a‘,il—i Eﬁniimzmil—i
Input Redistribution: Hone ' _II
Hethod: Stepuise Linear I —|
1

Training I]ata...llEREHfBEREHTR «rvc / TRATHSET

Training Set Editpr... |

Paraneters I
/

—

1
Input redistribution is a pre-classification
step that calculates new cell values for
each input raster using procedures
similar to the automatic contrast
enhancement options in the Spatial Data
Display process. You can choose from
Linear, Normalize, Equalize, or Logarith-
mic methods. Input redistribution may
provide better class discrimination for
images that require contrast enhance-
ment for effective viewing.
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Image Classification

Maximum Likelihood Classification

The Maximum Likelihood classification method
applies probability theory to the classification task.
From thetraining set classesthe method determines
the class centers and the variability in raster values
in each input band for each class. Thisinformation
allowsthe processto determine the probability that
a given cell in the input raster set belongs to a
particular training set class. The probability depends
upon the distance from the cell to the class center,
and the size and shape of the classin spectral space.
The Maximum Likelihood method computes all of
theclass probabilitiesfor each raster cell and assigns
thecell to theclasswith the highest probability value.
This method produces more accurate class
assignments than the Minimum Distance to Means
method when classes vary significantly in size and
shape in spectral space.

=l futonatic Classification

Help

File VYiew

Rasters...l

BERHHDYI 7 HHDYI_HAY(1
BERHHDVT / HHDVI_HAY19
BERHHNDYL / HHDVI_JUHOG
BERHNDYL / HHDVI_JUNZ24
BERHHDVI 7 HHDY¥I_JUL30

Hask... l

Use Hask For: -/ Analysis _I Output

Sanpisn for fSnslysisg Hfmi&".l G falusnn i
Input Redistribution: Hone =

Hethod: Haxinun Likelihood i |

Training Data... ll A/BEREA/BEREATRN.rvc /£ TRAINSET

Training Set Editor... |

| —

Paraneters

Apriori Fruhabilitu:l Clear
Hinimun Likelihood Percentage: /0.00

y 4

/

The Minimum Likelihood Percentage value
is a threshold that you can set to exclude
cells that don't fit any of the training
classes particularly well. If the maximum
class probability for a cell is less than this
value, the cell is not classified, and is
assigned a value of 0 in the class raster.

Class raster produced using the Maximum
Likelihood classification method.

STEPS

M select Maximum
Likelihood from the
Method option menu

M run the classification
process, and direct the
output Class raster to the
BEREASUP Project File

Using imagery from multiple
dates aids in discrimination
of crop classes by taking
advantage of the different
planting, maturation, and
harvest times of different
crops. A time series of
vegetation index rasters
portrays variations in
vegetation cover through
time and enables the
classification process to
work with fewer input rasters
compared to the raw MSS
data for each date.

3
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Image Classification

Using A Priori

STEPS

M click [Apriori Probability]
in the Automatic
Classification window

M in the Select Value
Attribute window, select
CropType from the Table
list and Probability from
the Field list, then click
[OK]

=Select Yalue Attribute... _ [0 x]
Table Field
Internal = |ClassHunber A1

Crop

J,

J

Probabilities

The probability values calculated by the Maximum
Likelihood classifier in its default mode are based
solely on spectral characteristics. Butin some cases
you may know independently that one class should
be rare in the scene while another class should be
very common. This prior knowledge could come
from historical data (for example, records of the
proportions of the area planted to different crops),
or current information on similar areas. A
probability value based on such information is
termed an a priori probability.

You can incorporate a priori probabilities in the

Selection: |CropType.Probability

Maximum Likelihood classification process. The

o | Cancel | setp |

values must be in decimal form (between 0 and

1.0), and must betabulated for each classinasingle

M run the classification
process, and direct the
output Class raster to the
BEREASUP Project File

field in adatabasetable attached to the training set
raster. The a priori probability values are used as
weighting coefficientsin calculating class assignment
probabilities.

Hethod: Haxinun Likelihood =

Training Set Editor,..

Training I]ata...llH:'HEREHfBEREHTRN.rv: # TRAINSET

Paraneters

Apriori Pruhabilitu:FrupTupe.Pr‘uhahilitu Clear
Hininun Likelih)ﬂd/Percentage:l 0,00

y 4

/

V4
The CropType table contains the a priori
probability values assigned to each crop

class for this exercise.

= TRAIHSET / CropType

Table Edit Record Field Help

i s e R
Class |Ernp Probability

@ 1 |Alfalfa 0.3 |5

[} 2 |Beans 12,0

[} 2 |Corn 7.0

[} 4 |Grass & Pasture 12.5

[} 5 |Potatoes 0.2

[} 6 |Sugar Beets 7.5

[} 7 |Sunner Fallow 20,0

[ ] 8 |Hheat-Irrigated 5.0

@ 9 [Hinter Hheat 35.5 |1 duced using a priori probabilities has fewer
Z . cells assigned to the rare class Potatoes.
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Image Classification

View the Training Set Error Matrix

Selecting the Error Matrix option launches a
classification error analysis, which uses a ground
truth raster with sample areas of known class to
evaluatethe accuracy of thecurrent classraster. The
class of each sample area cell is compared to the
class assigned to the corresponding cell inthe class
raster. Theresultsare shown in the Error Matrix.

Each row in the Error Matrix represents an output
class and each column a ground truth class. The
value in each matrix cell is the number of pixels
(raster cells) with the corresponding combination of
output class and ground truth class. For each cell
on theleading diagonal of the matrix (highlightedin
color), the output class equalstheinput class, sothe
values in these cells give the number of correctly
classified pixels for each class. The valuesin off-
diagonal matrix cellsrepresent incorrectly classified
pixels. The Overall Accuracy value is calculated
by dividing the total number of correctly classified
raster cells (the sum of theleading diagonal values)
by thetotal number of cellsinthe ground truth raster,
and expressing the result as a percentage.

STEPS

M select Error Matrix from
the Automatic Classifica-
tion window’s View menu

M click [Ground Truth
Raster] in the Error
Matrix window and select
object TRAINSET from the
BEREATRN Project File

Keep in mind that the Error
Matrix shows classification
accuracy only relative to the
set of classes that you
provide. Low accuracy
values for particular classes
may indicate that the
sample areas you used are
not completely representa-
tive of the class, that the
class is not sufficiently
different from other classes
in its spectral properties, or
that your set of classes does
not include all of the
significant materials in the
scene.

=l Error Hatris _ |01 x|
Ground Truth Raster...|C:/tntdata/LITEDATA/BEREA/BEREATRN,RVC / TRAINSET Close|
| Ground Truth Data 3
C|Hane G_1 G_2 [6_3 [G_4 G_5 G_E [ Total  |Accuracy
Ll 0 o 0 0 0 0 34| 100, 00%
2 0 ] 0 26 0 2 420| 92.38%
5[3 0 14 0 1 9 0 289 91.70%]
ila 0 0 0 0 0 1 509|_ 99.80%]
{ 5 0 q 7 0 1 0 an|__70.00%
|6 0 1 4 0 0 0 179|_97.21%]
a7 0 0 0 3 0 0 350 98.29%
'.1;|s 0 0 0 0 0 0 0 347|_96.25%
B 0 2 0 16 0 2 5 458|_ 91,92%]
n[Total 34 409 280] 530 55 186 352 2626
[Rccuracy| 100.00%| _94,87%] 94.64%] 95.85%[ 50.91%| 93.55%] 97.73%
||overall Accuracy =(95,08%) Khat Statistic = 94,21%
= / I =

7/

The Overall Accuracy value for the training set raster

in this example means that 95.05% of the sample
area cells in the training set raster were correctly
classified by the Maximum Likelihood classifier.

Keep the Error Matrix
window open for the
next exercise.
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Image Classification

View a Ground Truth Error Matrix

STEPS

M click [Ground Truth
Raster] in the Error
Matrix window and select
object cHeckseT from the
BEREATRN Project File

Ground truth raster

CHECKSET.

Becausetheraster cellsintraining areas are used to
“train” asupervised classifier, classification accuracy
isusually higher for these sample cellsthan for other
areasinthe scene. To get abetter ideaof the broader
classification accuracy, you can use a second set of
ground truth areasthat were not used in thetraining
set. The cHEcksET raster object contains such a
duplicate set of ground truth areas for the Berea
Creek dataset. Using this ground truth raster, the
Error Matrix shows an overall accuracy of 93.38%,
somewhat |ess than that for the training set raster.

The Error Matrix shows two measures of accuracy
for individual classes. Theaccuracy valuesfor each
column indicatethe percentage of cellsinthat ground
truth classthat were correctly classified. Valuesless

=Error Hatrix

Ground Truth Rastel‘...Il::.r'tntdata:"LITEDHTH/BEREH/BEREHTRN.RVI: # CHECKSET

than 100% indicate errors of omission (ground
truth cells omitted from the output class). This
valueissometimescalled the producer’saccuracy.
Conversaly, the accuracy valuesfor each row show
the percentage of sample cellsin each output class
that were correctly classified. Values less than
100% indicate errors of commision (cells
incorrectly included in the output class). Thisvalue
is sometimes termed the user’s accuracy.

0[]

Close|

Ground Truth Data i

o
H
o

G_1

CE )

G_2 |E_3 G_4 G_5 6_6 6_7 Total Accuracy

0
0

0
28

21
483
166

100, 00|
92,34%
98, 19%

-

=
=

o 432| 99.77%

23] ,68.97%

=|z(r|le|e|e

170] | 95.88%

s|e|=

1 3d6[[ 91.33%

R EEEEREEE
o|lo|o|e(o|ele

o|lu|o|w|o|m
o|le|(w|e|e

0
o
0 o

214|[ 97.20%

9 1]

1 0 17 o 511|] 87.48%

SO Foo 0 R

Total 21

473 171 448 48 325 2372

Accuracy| 100, 00%]

94,29%| 95,32%| 96.21%|, 41.67% 97.23%

||[Dverall Accuracy =

93.38% Khat Statistic =/92,15%

|

1=t

/ T |

4 I
Class 5 shows the lowest classification accuracies for the

M click [Close] on
the Error Matrix
window

Berea Creek dataset. Its producer’s accuracy is only 41.67%
(only 20 of the 48 cells with this ground truth class correctly
classified). Its user’s accuracy is considerably higher, 68.97%

(20 of the 29 cells in this output class correctly classified).
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Make a Training Set from Vector Polygons

The Training Set Editor in the Automatic Classifi-
cation process provides a flexible, streamlined
interfacefor preparing or editing training data. When
you click the New Training Set icon button, the ed-
itor creates ablank training set raster with the same
raster dimensions and georeferencing as the rasters
selected for classification. Theeditor allowsyouto
create atraining set raster in several ways, includ-
ing using vector polygons as a source.

New Training Set Save Training Set

ETraining Set Editor

[ =Select Attribute Field _ IO x]

Classes: 9 Selected: I Uethle Al el Al
- . l_ I_ Internal

Ureii=ii g Ul Polygon_ID J ClassHunber J
¥ ¥ CropTupe | Probability

m@lﬁl ﬁ yél &lﬁuﬁ CropPolyStyles - 7

ﬂk|l:lass‘“| | Ta:
)’—E‘IWI_ Selection: W
_)Ijl_l Sunmer Fallow L
o Mg |
2 8 _Illvlinter‘ Hheat
| 2 9 .anI‘.atnes

Hane

ok | cancer| odp |

apf

Inport ETraining Set View

Source, ., [RER/BEREATRH,rvc / TRAINVEC ¥iew Tool Options

Layer

STEPS

M click [Training Set
Editor...] on the
Automatic Classification

window

M click the New ﬂl
Training Set icon
button on the Training
Set Editor window

M click [Source] and select
object TraINVEC from the
BEREATRN Project File

M select By Attribute from
the Class option button
menu

M click [Attribute:]

M in the Select Attribute
Field window, select
CropType from the Table

list and Crop from the
Field list, then click [OK]

M click [Apply]

M click the Save
Training Set icon ]
button, and save the
raster in a new Project
File

0[]
Help

Elenent Type: Polygon — | Apply

Class: By Attribute — I
Attribute; | CropType.Crop Clear
Aetributes Clear

/
The controls on the Import panel
allow you to select a vector object
source and to specify a database
table and field containing the class
names. You can use several J':I
source objects in sequence to build
the training set raster.

A training set raster is a categorical

raster in which each training area is —

a collection of raster cells with a
unique, nonzero value. A single

training class can therefore include
several noncontiguous subareas.

@wial o/2/rI®) e e I EE - O i

[
L-

M choose Close from the File menu

on the Training Set Editor window
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Create aTraining Set from Vector Points

STEPS
M reopen the Training Set

Editor

™ click the New EI
Training Set icon
button on the Training
Set Editor window

M click [Source] and select
object cTroinTs from the
BEREATRN Project File

M select By Attribute from
the Class option button
menu

M click [Attribute]

M in the Select Attribute
Field window, select
CropType from the Table
list and Crop from the
Field list, then click [OK]

M select All Same from the
Radius option button
menu

M enter 120 in the Value
field

M click [Apply]

You can also use pointsin avector object or database
pinmap as a source of training data. These points
might represent field observations collected at
preselected random locations using a GPS unit to
verify position coordinates. Each point generatesa
circular training area for which you must specify a
radius. You can set asingleradiusfor al points (as
in this exercise), or apply a unique radius for each

When you import
classes, class colors
are assigned
internally and do not
default to colors you
may have assigned
to vector point or
polygon classes for
display by attribute.
You can click on the
class color sample to
open a standard
Color Editor window

and change any
class color.

= Training Set Yiew

Yiew Tool Options Layer

0[]
Help

Keep the Training Set Editor
open for the next exercise.

@) 02 2|2 QS & B 4 &) &

class from afield in a database table.

0[]
Help

D2E Sl =R 2%

= Training Set Editor

File View Tag

Classes: 9 Selected: o
Trained: 9 Desired: (1]

=|@I2] T w|%| Ui

%k‘lilass |“| Hane ‘ Tag | &
5 .Sugar Beets [
U)l Eu‘ﬁunner Fallow ” l]l

) - Hheat-Irrigate

2 __”Hlnter Hheat

) 9 -‘Potatoes 0
A
Inport
Snurce...IREHIBEREHTRN.rvB ¢/ GTPOINTS

Elenent Type; ,Point —

HPPIHI

Class: By AtfLribute —

Attributey||CropType.Crop

Elearl

Radius: All Sane
Unitsy

Valyé:

/
If the selected vector
object includes both
points and polygons, use
the Element Type option
button to select which
type of element to use.

neters

Use the All Same option and the
Value field to set a single radius
for all points. Use the By
Attribute option to specify a
database field containing class-
specific radius values.
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Use Tags to Renumber Training Classes

If theimported classes do not have the desired class
numbers, you can use the Tag field in the class list
to assign new raster valuesfor the classes. Tagsare
temporary valuesthat can be changed or cleared until
you click the Apply Tag button, which permanently
changesthe classnumbers. You canassigntag values
for some or al of the classes before applying. If
you assign the sametag val ueto more than oneclass,
those classes will be merged. All classes to be
combined must be tagged; tag values that duplicate
existing, untagged class numbers areignored when
tags are applied.

The Save Class Table option savesthe current set of
class numbers, names, and associated colors in a
speciaized database table which can be reopened
later in the Training Set Editor. The table can be
saved inamain-level database object or in adatabase
attached to the current training set raster. These
options allow you to make and use a consistent set
of classes and colors for related datasets.

Open Class Table Save Class Table

Combine Selected
Classes to Tag

= Training Set Editoc

File Yiew Tag Help /

STEPS

M click in the Tag field for
the Sugar Beets class

M enter the number 6 in the
Prompt window and
press [OK]

=Pronpt. _[C[x]
Enter desired class walue:

3

ok | Cancell §§<=.;g>|

M repeat the previous steps
to assign a tag value of 7
to Summer Fallow, 8 to
Wheat-Irrigated, 9 to
Winter Wheat, and 5 to

Potatoes Ly
M click [Apply Tag] E}l
M click [Save Class %I

Table] and save

the database object with
the Class Information
Table in the same Project

File as your training set
rasters
M click the Save I_I
Training Set icon L=
button, and save the
raster in your training set

LMoot Trrisose
0] (inter ot ]

\— Project File
O @&kl o8 2% || Clear Selected
Classes? 9 Selected: @ CIaSSeS from Tag
Trained: 9 Desired: / Apply Tag
m—,—lw %|\|Elass|‘| Hane | Tag | A
%k‘lilass 1| Hane Tag
== - O 5| MPotatees | 0]
| (0l .‘Sugar‘ Beets ‘ Class list after —_ t‘ ’—|u — ’_|
(] __|[Sunmer Fallow ‘ applylng the tags & -S gar Beet o

) 8 . Hheat-Irrigate 0

O3] [summer Fallow | o] J

J shown at left

B T
A

You can open a previously-saved Class Information Table

sl inter Wheat | o] |

prior to importing training areas from another object. You can

still assign training areas to classes using the By Attribute
option, but be sure that the class names in the designated
database field match the names in the Class Information

Table. The import procedure assigns training areas to your

class list by matching these fields.

Keep the Training Set
Editor open for the
next exercise.
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Training Statistics and Dendrogram

STEPS

M click on the
Statistics icon
button

M click on the

=]
2

Dendrogram icon

button

M close the Training Set
Statistics window and the
Training Set Dendrogram
window after you have
examined them

Use the Training Set
Dendrogram to help
evaluate the suitability of
your training classes.

The Training Set Editor provides several tools to
help you evaluate your training set raster beforeusing
itin the classification procedure. The Training Set
Statistics and Training Set Dendrogram provide the
same information for the training set as the Output
Statisticsand Classification Dendrogram providefor
a class raster (see pages 13 and 15). You can use
thisinformation to judge the spectral characteristics
and separability of your training classes.

M mE3

Training Class Heans Y

ETraining Set Statistics

HHDYI_HAYOL HHDVI_HAY19 HHDVI_JUHOE HNIZI‘JI_JUNEJ
Alfalfa 198.79 224.34 198.43 197.¢

Beans 132,17 134.66 130,15 132.(
Corn 132,54 132,91 132,86 160.%
Grass & Pastur 128,35 140,25 152,90 147.¢
Potatoes 132.00 131.59 129,60 126§
Sugar Beets 132.13 135.33 136.68 167,73
Sunner Fallow 128,97 129,59 129.43 124.3
Hheat-Irrigate 196,05 218,88 217,82 207,2
Hinter Hheat 169.24 185.20 180,52 160.2]
ol I P
Save fs... | Save Strips...l Close | Help |

Objectsthat you are using asa source for importing
training areas must be georeferenced, but need not
match the extents of the training set raster. The
Training Set Editor automatically registersthe source

object tothetraining set raster, and transferstraining
= Training Set Dendrogran T+ areas only in the overlap area. The

[l Grass & Pastur 4 {20,74%)
[] Sumner Fallow 7 {10.45%}
[ Minter Hheat 9 ¢ 8.91%}

File View Uptions kel | SOUrce object can even be another
I SIS raster object with different extentsand
Training Class Separabilit, 4 q 1t 1 q

¢ oo e a0 cell size (as Iong asitisan unsigned
W Alfalfa LG — 4-, 8-, or 16-hit raster). Classes are
W Mheat-Irrigate 8 (11.34%) .
2] Beans 2 19,64z assigned by raster value, and you can
[ Potatoes 5 { 1.50%} H : :
0 Corn 3 t12.99%) use the By Attribute opti on to speci fy
[J8zr B=sie 6 5,20 araster database table containing class

names. For example, you might have
7| animageset and training set raster for

=]

a large area, but want to run a
supervised classification on a higher-resolution
image covering only aportion of thearea. You could
import training areas and the class list from the
existing training set raster to ensure consistency
between the classrasters.
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Create Training Classes Manually

The Training Set Editor also allows you to create a
new training set raster manually by adding and nam-
ing classes and drawing training areas over a
reference image, such as a scanned and georefer-
enced ground truth map. Thefirst stepistosetupa
list of classes. After you add classesto thelist, you
can name and select classesin the Training Set Ed-
itor window in the sameway asin the Operationson
Classeswindow (see pages 15 and 18). The Train-
ing Set Editor window allowsyou to set either single
selection or multiple selection modes for selecting
classesfrom the classlist.

Multiple Selection mode is useful
Single Selection for group class operations such as

merging, tagging,
= Training Set Editor _ 0] %] delegt}ing an%g 9
File VYiew Help | releasing.

DEE Epy = A8
Classes: elected:
Trained: H Desi:ed: l—g

=|@/0) 5 | Flxlid)
%k| Class |“| Hane &

2 1| MlA1ralra [ o
e KT o]
3 fforn ol
2 4 .|Gr‘ass 0
| 2 5 .|Potatoes 0

Delete Selected
Class

Add Class

Class Manet

STEPS

M reopen the Training Set
Editor

M select Controls from the
Layer menu in the
Training Set View window

M in the Layer Manager
window, click the
Add Raster icon .
button and choose
Single from the
dropdown menu

M select object ReFeERENCE
from the BereaTrRN Project
File

™ click the New ﬂl
Training Set icon
button on the Training
Set Editor window

™ click the Add +—|
Class icon button o
on the Training Set Editor
window five times to add
five classes

M click in the Name field for
the first class, enter the
name Alfalfa in the popup
Prompt window, and click
[OK]

M repeat for the next four
classes, entering the
names shown in the

ilustration

Alfalfa

Inport

Source...l

0K | Cancell §§<=.;g>|

Elenent Type:; Hone — Iﬂpplu
Class; All Sane — I

Value:l

=ETraining Set Yiew

Y¥iew Tool Options Layer

The reference layer for this exercise
is a grayscale satellite image of the |
Berea area with ground truth areas
indicated in color. You would most
likely use a scanned topographic or
planimetric map or aerial photograph
with hand-drawn training areas.

@i E| O2R|E/) ol &k E|E - &l &

This exercise continues on the next page.
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Draw a Training Area

STEPS
M use the View window

Inorder todraw atraining area, you must first select

M click the Select

controls to zoom in on
the green fields near the
top of the reference
image

click the Single ;I
Selection icon K
button on the Training
Set Editor window

M click the selection button

for Class 2 (Beans)

Area icon button QI
on the Training

Set View window

use the Line / Polygon
Edit Controls to outline
the circular dark green
field (1) as shown
(keeping well inside the
edge)

right-click and select
Assign All Cells from the
popup menu

RAssign Free Cells
Rssign ALl Cells
Release All Cells

Release Selected

Select

Unselect

Invert Selection

Hask Inside
Hauk Qulside
Unnask Inside

; A Hamank Guioide

This exercise continues on the next page.

asingleclassfromthelistinthe Training Set Editor
window. Any areas you draw are associated with
the currently selected class. The Select Areaicon
button on the Training Set View window opens a
standard Line / Polygon Edit Controls window.
These controlsallow you to draw simple or complex
polygonal shapesoutlining thetraining areas. After
you draw apolygon, you must choose an assignment
option from the right mouse button menu before
proceeding to draw additional polygons.

=@ [F1 # w|%| WX|is

¥ |Class | %) Hane | Tag | Drag

O[_imprralrta [ 0] Add End Vertex Clear
2ifsens | o] il sy
5 _"Dr‘l'liﬁ Opergtion Hode |Agtion

4| merass .,r o] & E | X[E
D 5| l[Potatoes _ Hanual Entry
Help I

-
For detailed instructions on ,
using the Line / Polygon Edit Controls, consult the
Getting Started booklet Editing Vector Geodata.

After drawing a polygon, click the right
mouse button to show the popup menu.
(Don't use the Apply button). The
assignment options make it easy to work
with training areas of different classes
that are close together.

Assign Free Cells: all cells in the
polygon that do not yet have a class
assignment are added to the selected
training class.

Assign All Cells: all cells in the polygon
are added to the selected training class
regardless of previous class assignment.

Release All Cells: all cells in the polygon
are marked as unclassified.

Release Selected: all cells of the
selected class (or classes) are marked as
unclassified.
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Release Class Assignments

If you assign atraining area to the wrong class, or
make the areatoo large, you can al so use the Select
Areatool to correct these problems. To “undo” a
previous class assignment and return the areato an
unclassified status, trace around the areaand use one
of the Release options on the right mouse button

STEPS

M repeat the last two steps
for the rectangular dark
green field (2)

M repeat again for the dark
brown rectangle (3) to
intentionally misassign
this area to class 2

menu.

M draw another polygon
completely enclosing the
incorrect field 3 training
area

M right-click and select
Release All Cells from
the popup menu

M select Class 4 (Grass)

M draw a polygon outlining
the bright green field (4)

M right-click and select
Assign All Cells from the

popup menu

Field 1 is drawn in bright green after
assignment to class 2. The training set
raster is displayed with partial
transparency over any background
reference objects.

Assign Free Cells
Rssign ALl Cells
Release All Cells

Release Selected

You can also use the Select Area tool to
perform class selection operations for any
class with a training area.

Select

Unselect

Invert Selection

Hask Inside
Haok Getaide
Unnask Inside

tnnaok Gulaide

¥k| Class |ﬁ‘ Hane | Tag |

2 1] mprfaifa 0

You can add training areas
in any order. Just be sure

O[__2]Beans that you select the
23| fcorn appropriate class before

drawing the desired area.

4 -lﬁrass
5 .lFotatoes

Keep the Training Set Editor open for the next exercise.
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Make a Training Set Mask

STEPS

™ click the New ﬂl
Training Set icon
button on the Training
Set Editor window

M click [No] in the Verify
window that asks
whether you want to save
the training set raster

M use the View window
controls to pan to the
white polygon in the
northwest quadrant of the
reference image

M click the Select g
Area icon button
on the Training Set View
window

M use the Line / Polygon
Edit Controls to outline
the white polygon as
shown

M right-click and select
Mask Inside from the
popup menu

™ click the Save ﬁ
Mask icon button
on the Training Set Editor
window and save the
raster in your training set
Project File

The manual drawing functions in the Training Set
Editor also alow you to create amask raster for use
in classification (see page 9). You can draw over a
reference image and define areas to include or
excludefromthemask. Theraster you makeinthis
exercise masksthe area of asmall town, which you
would probably want to excludefrom aclassification
focusing on crops.

After selecting the desired reference image for
display in the Training Set View window, open a
new training set raster, which will becomethe mask.
Choose the Select Area tool to open the Line /
Polygon Edit Controlswindow, and draw polygonal
areas as in the previous exercises. Use the mask
options on the right mouse button menu to either
mask or unmask the area inside the polygon.
(Additional mask options will be implemented in
future versions.) Masked areas are displayed in a
darker transparent gray in the View window. Use
the Save Mask function to save the mask asabinary
raster.
You can use the Open Mask function

to select an existing binary raster for
editing in the Training Set Editor. Save Mask

= Training Set Edito

File VYiew Tag Help

EEEEEEREY LY

Mask Inside: the area inside the
polygon becomes part of the mask
Assign Free Cells (assigned a value of 0 in the binary
fissign ALL Cells raster).

Release ALl Cells

[Eleese Soloeia Unmask Inside: any previously

pelet masked area inside the polygon is
Unselect removed from the mask (assigned

Invert Selectio a value of 1 in the binary raster).
Hask Inside

Haule tetolide .
e e These options can also be used to

create and edit mask areas within
a regular training set raster.

Unnask Inside

tnnack feiuide
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What Next?

Now that you have compl eted these exercises in automatic image classification,
you are ready to begin experimenting with your own imagery. You need not
confine the classification process to the types of multispectral optical imagery
mentioned here. Thethermal infrared band of Landsat Thematic Mapper imagery
(Band 6) can add a useful dimension to the classification process in some
applications. Therecent advent of commercia satelliteradar imagery also makes
it possibleto combine optical and radar imagery covering the samearea, providing
higher levels of discrimination of surface featuretypes. Keep in mind, however,
that all rastersin an input raster set must have the same geographic extents and
thesamecell size. You can usethe Automatic Raster Resampling process (Raster
/ Resample and Reproject / Automatic) to produce an appropriate coextensive
raster set from overlapping georeferenced raster sets from different sources (see
thetutorial booklet entitled Rectifying Imagesfor moreinformation).

Finding Additional I nformation

Thisbooklet has provided only abrief introduction to image classification methods
and concepts. Thereferenceslisted below provide good placesto start if you are
interested in finding additional information about automatic image classification
and individual classification methods.

Drury, Stephen A. (2001), Image I nterpretation in Geology (3rd ed.). Chapter 5,
Digital Image Processing. New York: Routledge. pp. 145-152.

Jensen, John R. (1996). Introductory Digital Image Processing: a Remote Sensing
Perspective (2nd ed.). Chapter 8, Thematic | nformation Extraction: Image
Classification. Upper Saddle River, NJ: Prentice-Hall. pp. 197-256.

Johnston, R. L. (1978). Multivariate Satistical Analysisin Geography: A Primer
on the General Linear Model. Chapter 8, Discriminant Analysis. New
York: Longman, Inc. pp. 234-252.

Lillesand, Thomas M. (2004). Remote Sensing and Image Interpretation (5th
ed.). Chapter 7, Digital Image Processing. New York: JohnWiley and Sons.
pp. 550-610.

Schowengerdt, Robert A. (1997). Remote Sensing: Models and Methods for
Image Processing. Chapter 9, Thematic Classification. New York: Academic
Press. pp. 389-438.

Tou, JuliusT. and Gonzales, Raphael C. (1974). Pattern Recognition Principles.
Reading, MA: Addison-Wessley. 377 pp.
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Advanced Software for Geospatial Analysis

Microl mages; Inc. publishes acomplete line of professional software for advanced 'geospéti'a[
datavisualization, analysis, andpublishing. Contact usor visit our web sitefor detailed product
information.

TNTmipsPro TNTmipsProisaprofessiona systemfor fully integrated GIS, image
analysis, CAD, TIN, desktop cartography, and geospatial database management.

TNTmipsBasic  TNTmipsBasicisalow-cost version of TNTmipsfor small projects.

C
L
A
S
S
|
F
|
C
A
T
|
O
N

TNTmipsFree TNTmips Freeisafreeversion of TNTmipsfor students and-profession-
alswith small projects. You can download TNTmips Free from Microlmages web site.

TNTedit  TNTedit providesinteractivetoolsto create, georeference, and edit vector, image,
CAD, TIN, and relational database project materialsin awide variety'of formats.

TNTview TNTview hasthe same powerful display features as TNTmipsand is perfect for
those who do not need the technical processing and preparation features of TNTmips.

TNTatlas TNTatlasletsyou publish and distribute your spatial project materialson CD or
DVD at low cost. TNTatlas CDs/DV Ds can be used on any popular computing platform. =

I ndex
Class raster.......cooeveereereirereeeeene 5,6,8  probabilities, @ priori........cceceeerereerereenene. 24
co-occurrence analysis.......oveererveenens 16,17  Simple One-Pass Clustering...........ccceue.. 4,8
dendrogram SpeCtral Pattern.........coeeeeeeerieereneeeeeeiens 3
classification..........ccccccvvriniennne. statistics
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distance histogram.. Stepwise Linear method...
distance raster......... supervised classification.....
ellipsescatterplot.........coovererererereririricieene TAOS. vttt
(= 00 117 1) RN 25,26  training set

Fuzzy C Means method.. create manually..........ccccceeennee

ISODATA method.......... editor........oevveennnn.

K Means method..........cccoveenneicnenns 11,12 from vector points

MErging ClasSes......ccovvneruerenieerieeriseenins 18 from vector polygons..................... 27
MASK...vovviriirieere s raster.......vvvveeinnnneenn.

Maximum Likelihood method renumbering classes
Minimum Distance to Mean method......... 21 unsupervised classification..........c.cceu... 4-19
Operations on Classeswindow......... 15,16,18
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